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Introduction

This Advice for Practitioners covers more than the minimum required by the Arrangements document. It is the intention to provide a background from which to present the topics in an informed way. There is some practical work, but it is somewhat limited. For example, the photoelectric effect can be reviewed but the unexpected nature of the results is the crucial point, not the experimental details. 

The first section concentrates on unexpected or unexplained observations that could not be explained by classical theory. This is followed by a consideration the various ‘quantisation’ efforts to obtain resolution of the dilemmas. 

Reference to non-intuitive ideas and results should be stressed. 

It is useful to comment on the difficulties of using picturesque models in the quantum domain. The use of mathematics to formalise ideas in quantum mechanics is outwith our course but the principle of using mathematical techniques to express ideas can be mentioned.

Throughout the material historical details have been given for interest but these are outwith the Arrangements for Advanced Higher Physics.

Development of a theory

When a theory is developed this may involve a ‘model’, which aids our understanding in the area under discussion. The model may be refined or changed as its limitations are identified. For example, the early Ptolemaic geocentric model of the solar system, with the Earth at the centre and the Sun, Moon and planets moving on concentric spheres, provided agreement with observations at that time. Later observations identified serious discrepancies and this model was eventually abandoned in favour of the current model in which the planets orbit the sun on elliptically. 

In physics and other sciences we are interested in collating experimental evidence, looking for patterns, trends and relationships between variables, which will lead to a ‘theory’. Development of the theory might involve the 

derivation (from empirical data) of laws or relationships between the variables. These laws or relationships are then used to make additional predictions, which can be tested against further experimental observations.

We can adopt a similar approach for quantum theory but unfortunately quantum mechanics features equations that involve mathematical rules that are quite unfamiliar. 

More importantly, some of the implications are non-intuitive and lead to surprising conclusions. 

If quantum mechanics hasn’t profoundly shocked you, you haven’t understood it yet.

Neils Bohr

Introduction to quantum theory

I think it safe to say that no one understands quantum mechanics.

Richard Feynman

We can introduce quantum theory by considering observations that cannot be explained by classical mechanics. In many cases various quantisation ‘rules’ were proposed to explain these experimental observations but these did not have any classical justification. 

In our everyday life we are comfortable with the idea of a ‘particle’. As our ‘particle’ gets smaller, we might visualise a small object, maybe spherical and of uniform density, which can occupy a specific position. We can see small particles under a microscope with our eyes. We can infer the arrangement of atoms in a crystal from diffraction pictures. We can infer quarks inside a proton from scattering experiments. Can we count this as ‘seeing’ the quarks? Does the question, ‘how big is a quark’, have a meaning? 

As Leonard Susskind remarks we are ‘all classical physicists … we feel force, velocity and acceleration at a gut level’. He then continues that we need ‘fantastic re-wiring’ for the obscure phenomena and deeply unintuitive concepts of quantum mechanics. 

Hence any introduction to quantum theory should continually emphasise that we must keep a very open mind and accept surprises! There are some non-intuitive results. We must also avoid taking models literally. Some models can lead to inaccurate understanding.

Let us start with some ‘unexplained’ observations, some dilemmas, together with any proposed ‘solutions’ (in chronological order). Note that historical details, names and dates are outwith the Arrangements.

Dilemma 1: Blackbody radiation

Towards the end of the nineteenth century there was interest in the frequencies (or wavelengths) emitted by a ‘black body’ when the temperature is increased. When an object is heated it can radiate large amounts of energy as infrared radiation. We can feel this if we place a hand near, but not 

touching, a hot object. As an object becomes hotter it starts to glow a dull red, followed by bright red, then orange, yellow and finally white (white hot). At extremely high temperatures it becomes a bright blue-white colour.

Measurements were made of the intensity of the light emitted at different frequencies (or wavelengths) by such objects. In addition measurements were made at different temperatures. In order to improve the experiment and avoid any reflections of the radiation, a cavity was used with a small hole, which emits the radiation: a black body. 

(A surface that absorbs all wavelengths of electromagnetic radiation is also the best emitter of electromagnetic radiation at any wavelength. Such an ideal surface is called a black body. The continuous spectrum of radiation it emits is called black-body radiation.) 

It was found that the amount of black-body radiation emitted at any frequency depends only on the temperature, not the actual material.

Black-body radiation is introduced in the Revised Higher Physics. (See Big Bang Advice for Practitioners, pages 45–46 and Appendix V.) 

Graphs of specific intensity against wavelength (or frequency) are shown in Figure 1.
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Figure 1 Graphs of specific intensity against wavelength (or frequency).
As the temperature increases, each maximum shifts towards the higher frequency (shorter wavelength). 

The graph of specific intensity and wavelength is considered in Higher Physics and it may be useful to start with this graph and add that the frequency graph is similar but the shape is reversed, ie there is a gradual rise at low frequencies and more rapid fall off at high frequencies. Also in Higher Physics we introduced the quantity specific intensity, I, of the radiation emitted (power per unit area for radiation between λ and Δλ) with units
W m–3. For the frequency distribution, intensity I (power per unit area for radiation between f and Δf) has units W m–2 Hz–1. (We are not introducing or discussing solid angle at either Higher or Advanced Higher, so strictly this definition of specific intensity is not quite right: in fact specific intensity, for the frequency distribution for example, is the power emitted per unit area per unit frequency per unit solid angle.) We do not want learners to get waylaid by detail since our purpose is to explain that classical theory did not produce a graph that agreed with experimental observations.

It may be useful to clarify to learners that specific intensity involves the radiation emitted from the black body while the quantity irradiance is concerned with the radiation received on a surface.

It was assumed that as an object is heated its atoms (charged nuclei and electrons) act like small harmonic oscillators, which behave as tiny dipole aerials and emit electromagnetic radiation. (The word ‘harmonic’ here implies that the overtones are also considered. The energies of the oscillators are then treated according to the principle of equipartition of energy. This principle is not in the Arrangements.) 

Attempts to obtain theoretically the correct black-body graph using classical mechanics failed. Wien obtained an equation that ‘fitted’ observations at high frequencies (low wavelengths). Later Lord Rayleigh obtained an equation that ‘fitted’ at low frequencies but tended off to infinity at high frequencies (see line on the above frequency graph). This divergence was called the ultraviolet catastrophe and puzzled many leading scientists of the day.

In 1900 Planck looked at the two equations and produced a ‘combined’ relationship, which gave excellent agreement with the experimental curve. However, initially this relationship could not be derived from first principles. It was a good mathematical ‘fudge’!

Planck studied his relationship and the theory involved and noticed that he could resolve the problem by making the assumption that the absorption and emission of radiation by the oscillators could only take place in ‘jumps’ given by: 

E = nhf
(1)

where E is energy, f is frequency, h is a constant and n = 0, 1, 2, 3, ….

Using this assumption he could derive his equation from first principles. The constant of proportionality h was termed Planck’s constant. (The word quantum, plural quanta, comes from the Latin ‘quantus’, meaning ‘how much’.) 

It must be emphasised that Planck did this in a mathematical way with no justification as to why the energy should be quantised – but it worked! To Planck the oscillators were purely theoretical and radiation was not actually emitted in ‘bundles’, it was just a ‘calculation convenience’. It was some years before Planck accepted that radiation was really in energy packets.

Dilemma 2: Photoelectric effect

In 1887 Hertz observed that a spark passed between two plates more often if the plates were illuminated with ultraviolet light. Later experiments by Hallwachs and Lenard gave the unexpected results we are familiar with, namely:

(a)
the non-emission of electrons with very bright but low frequency radiation on a metal surface, eg very bright red light, and 

(b)
the increase in the speed of the emitted electron with frequency but not with intensity. Increasing the intensity only produced more emitted electrons.

These results were unexpected because energy should be able to be absorbed continuously from a wave. An increase in the intensity of a wave also means an increase in amplitude and hence a larger energy.

In 1905 Einstein published a paper on the photoelectric effect entitled On a Heuristic Viewpoint Concerning the Production and Transformation of Light. He received the Nobel Prize for Physics for this work in 1921. The puzzle was why energy is not absorbed from a continuous wave, eg any electromagnetic radiation, in a cumulative manner. It should just take more time for energy to be absorbed and an electron emitted but this does not happen. Einstein proposed that electromagnetic radiation is emitted and absorbed in small packets. (The word ‘photon’ was introduced by Gilbert in 1926.) The energy of each packet is given by:

E = hf
(2)

where E is the energy of a ‘packet’ of radiation of frequency f. 

This proposal also explained why the number of electrons emitted depended on the irradiance of the electromagnetic radiation and why the velocity of the 

emitted electrons depended on the frequency. It did not explain the ‘packets’ or why they should have this physical ‘reality’.

Dilemma 3: Models of the atom

Rutherford’s scattering experiment indicated that the majority of the mass of the atom was in a small nucleus, with the electrons ‘somewhere’ in the atomic space. He and his assistants could not ‘see’ the electrons. A picturesque model of the atom, similar to a small solar system, came into fashion. This model had some features to commend it. Using classical mechanics, an electron in an orbit could stay in that orbit, the central force being balanced by electrostatic attraction. However, the electron has a negative charge and hence it should emit radiation, lose energy and spiral into the nucleus.

Our current theory is insufficient. Why do the electrons ‘remain in orbit’? Do they in fact ‘orbit’?

In the late nineteenth century attempts were made to introduce some ‘order’ to the specific frequencies emitted by atoms. Balmer found, by trial and error, a simple formula for a group of lines in the hydrogen spectra in 1885. 
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where λ is the wavelength, R the Rydberg constant, n is an integer 2, 3, 4,…

Other series were then discovered, eg Lyman with the first fraction 1/12 and Paschen with the first fraction 1/32. However, this only worked for hydrogen and atoms with one electron, eg ionised helium, and moreover did not provide any theoretical reason why the formula should work. (Again, historical details are outwith the Arrangements. R was later derived by Bhor, see below.)

In 1913 Bohr introduced the idea of energy levels. Each atom has some internal energy due to its structure and internal motion but this energy cannot change by any variable amount, only by specific discrete amounts. Any particular atom, eg an atom of gold say, has a specific set of energy levels. Different elements each have their own set of levels. Experimental evidence of the day provided agreement with this idea and energy level values were obtained from experimental results. Transitions between energy levels give the characteristic line spectra for elements. This is studied in Higher Physics. 

In order to solve the problem that an electron moving in a circular orbit should continuously emit radiation and spiral into the nucleus, Bohr 

postulated that an electron can circulate in certain permitted, stable orbits without emitting radiation. He made the assumption that the normal electromagnetic phenomena did not apply at the atomic scale! Furthermore he made an intuitive guess that angular momentum is quantised. (It is said that he noticed that the units of Planck’s constant (J s–1) are the same as those of angular momentum (kg m2 s–1).) The allowed orbit, of radius r, of an electron must have angular momentum of an integral multiple of h/2π: 
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where n is an integer 1, 2, 3,…

(The angular momentum of a particle, of mass m, moving with tangential speed v, is mvr, see the Rotational Motion and Astrophysics unit.) 

Thus for any specific orbit n we can calculate the radius of that orbit given the tangential speed or vice versa.

Theoretical aside

For the hydrogen atom with a single electron, mass me revolving around a proton (or more correctly around the centre of mass of the system), we can assume the proton is stationary since it is ~2000 times bigger. Hence, equating the electrostatic force and centripetal force mev2/r:
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 where εo is the permittivity of free space
(5)

for the nth orbit.

Equations (4) and (5) can be solved simultaneously to give:
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for the nth orbit.

Calculating r1 for the radius of the first Bohr orbit uses data given in assessments, namely h, me, e, ε0, and gives r1 = 5.3 × 10–11 m.

These equations give the values of the radii for the non-radiating orbits for hydrogen and the value of n was called the quantum number of that orbit.

Equations (6) and the derivation are outwith the Arrangements but both Coulomb’s law and the centripetal force are included. 

(The Hartree atomic units used in atomic physics have e = me = h/2π = 1 with c = 137 and the radius of the first Bohr orbit = 1 Bohr.)

Example problem

For the hydrogen atom, calculate the velocity of an electron in the first Bohr orbit of radius 5.3 × 10–11 m. (The electronic mass me and h are given data for learners.) 

Using 
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 with n = 1 we obtain v = 2.2 × 106 m s–1.

Note: Bohr’s theory only applies to an atom with one electron, eg the hydrogen atom or ionised helium atom. Equation (4) is on the data sheet for Advance Higher Physics. 

However, as mentioned above, the idea of energy levels can be extended to all atoms, not just hydrogen. 

So this theory is not complete since it did not allow any prediction of energy levels for any specific element nor did it explain why angular momentum should be quantised or why electrons in these orbits did not radiate electromagnetic energy! Another question was, ‘what happens during a transition?’

An aside

An extension by de Broglie suggested that electron orbits are standing waves. The electron, now behaving like a wave, forms a standing wave of an integral number of wavelengths that just ‘fits’ into the circumference of an orbit.

	 
[image: image10.wmf]
	The red standing wave has an integral number of full waves ‘fitting’ into the circumference.

(The central nucleus is not shown.)


Figure 1 

This is a picturesque idea but somewhat old-fashioned since an electron does not take a ‘wiggly’ path around the nucleus. This is an example of a model 

that should not be taken too seriously and could lead to poor understanding. This is not in the Arrangements and practitioners may prefer to omit this. The de Broglie standing wave may be of interest in a historical context. 

Quantum mechanics shows that we cannot describe the motion of an electron in an atom in this way.

Dilemma 4: De Broglie wavelength

We use the word ‘particle’ to describe localised phenomena that transport mass and energy, and the word ‘wave’ to describe delocalised (spread out) phenomena that carry energy but no mass.

Experimental observations seem to suggest that both electromagnetic radiation and electrons can behave like particles and like waves. They exhibit both wave phenomena, such as interference and diffraction, and particle phenomena, for example photons causing electron emission in the photoelectric effect or electron ‘billiard ball type’ collisions. 

An electron can show wave-like phenomena. In the mid 1920s G P Thomson, in Aberdeen, bombarded a thin metal with an electron beam and obtained a diffraction ring. In 1927 Davisson and Germer directed a beam of electrons onto the surface of a nickel crystal and observed the reflected beam. They had expected to see diffuse reflection since even this smooth surface would look ‘rough’ to the tiny electrons. To their surprise, they observed a similar pattern to X-ray diffraction from a surface. Thomson and Davisson were awarded the Nobel Prize in 1937 for demonstrating the wave-like properties of electrons. (Thomson’s father, J J Thomson, won the Nobel Prize in 1906 for discovering the electron as a particle.)

In 1923 de Broglie suggested that since light had particle-like properties, perhaps nature was dualistic and particles had wave-like properties. 

From relativity theory, the energy of a particle with zero rest mass, eg a photon, is given by E = pc and we know that E = hf, hence p = h/λ.

Thus the wave and particle are related through its momentum.

For a particle p = mv and for a wave p = h/λ, giving a relationship mv = h/λ or:

λ = 
[image: image11.wmf]p
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 where p is the momentum and h Planck’s constant
(7)

(This equation is on the SQA Relationships page.)

Thus we can calculate the de Broglie wavelength of a particle of velocity v. 
Example problems

1.
A neutron and an electron have the same speed. 

Which has the longer de Broglie wavelength? 

The electron, since the neutron has the larger mass. (The mass is in the denominator.)

2.
An electron microscope uses electrons of wavelength of 0.01 nm.

What is the required speed of the electrons? 

Using λ = 
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 for electrons and p = mv gives:

0.04 × 10–9 = (6.63 × 10–34)/9.11 × 10–31 × v)

and

v = 1.8 × 10–7 m s–1
Notice that this wavelength of 0.04 nm is very much smaller than that of blue light. Hence the use of electrons in microscopes can improve the resolution. 

These ‘dual’ aspects cannot be explained by classical theories. Why should a particle have a wave aspect? How does a particle ‘decide’ when to be a particle and when to be a wave?
Quantum mechanics

The more you see how strangely Nature behaves, the harder it is to make a model that explains how even the simplest phenomena actually works.

Richard Feynman

Matter was thought to be ‘atomistic’ with ‘particles’ making basic interactions and the properties of the particles continually changing smoothly from place to place. Waves moved continuously from place to place.

Classical mechanics could not explain the various ‘quantisation rules’, which attempted to give some limited agreement between observation and theory. The apparent dual wave particle nature of matter could not be explained.

With quantum theory these ideas needed to be revised. 

There are various forms of quantum mechanics: Heisenberg’s matrix mechanics, Erwin Schrödinger’s wave mechanics, Dirac’s relativistic field theory and Feynman’s sum over histories or amplitude mechanics. 

(Further historical details are given in Appendix 1 for interest.)

In essence quantum mechanics provides us with the means to calculate probabilities for physical quantities. Exact physical quantities, eg position or velocity, do not have unique values at each and every instant.

Balls in quantum mechanics do not behave like balls in classical mechanics … an electron between release and detection does not have a definite value for its position. This does not mean that the electron has a definite position and we don't know it. It means the electron just does not have a position just as love does not have a colour.

Strange World of Quantum Mechanics, D Styer

Quantum theories incorporate the following concepts:

(i) Transitions between stationary states are discrete. There is no meaning to any comment on a system in an intermediate state.

(ii) Depending on the experiment, matter or waves may behave as a wave or a particle. However, in a certain way they act like both together! It is 

just not a sensible question in quantum mechanics to ask if matter is a wave or a particle.

(iii) Every physical situation can be characterised by a wavefunction (or other mathematical formalism). This wavefunction is not directly related to any actual property of the system but is a description of the potentialities or possibilities within that situation. The wavefunction provides a statistical ensemble of similar observations carried out under the specified conditions. It does not give the detail of what will happen in any particular individual observation. The probability of a specific observation is obtained from the square of the wavefunction. This is an important and non-intuitive idea.

The quantum probability aspect is very different from classical physics, where we consider there is an actual state and any ‘probability’ comes from our inadequate measuring or statistical average. 

In the quantum domain we can only calculate probabilities. For example, we cannot state when a particular nucleus will decay (although we can measure a half-life) but we could calculate the probability of a particular nucleus decaying after a certain time. This is typical of the rules of quantum mechanics – the ability to calculate probabilities.

Quantum mechanics has enjoyed unprecedented practical success. Theoretical calculations agree with experimental observations to very high precision. 

Quantum mechanics also reminds us that there is discreteness in nature and there are only probabilities.

Double-slit experiment

The double-slit experiment with light shows an interference pattern. This is a standard experiment to demonstrate that light is a wave motion.

There is a central maximum opposite the central axis between the two slits (Figure 2).


[image: image13]Figure 2 Double slit experiment
In more recent years this experiment has been performed with single photons and a detector screen. Each photon reaches the screen and the usual interference pattern is gradually built up. 

The question is how does a single photon ‘know about’ the slit it does not pass through? Let us place a detector near each slit (Figure 3). In this diagram the detectors are switched off and not making any measurements.

[image: image14]
Figure 3 Detectors switched off

Let us now switch on detector A (Figure 4).


[image: image15]
Figure 4 Detector switched on

We lose the interference effect and simply obtain a pattern for particles passing through two slits. We would get the same pattern if we switched on detector B instead of detector A or if we switched on both detectors.

It seems if we ask the question ‘Where is the photon?’ or ‘Which slit does the photon pass through?’ and set up an experiment to make a measurement to answer that question, eg determine which slit the photon passed through, we do observe a ‘particle’ with a position but lose the interference effect.

It appears that the single photon in some way does ‘know about’ both slits. This is one of the non-intuitive aspects of quantum mechanics, which suggests that a single particle can pass through both slits. 

A very similar double-slit experiment can be performed with electrons. Again we can arrange for only one electron to ‘pass through’ the slits at any one time. The position of the electrons hitting the ‘screen’ agrees with our familiar interference pattern. However, as soon as we attempt to find out which slit the electron passes through we lose the interference effect.

(For electron interference the spacing of the ‘slits’ must be small and atoms in a crystal can be used. Remember that electrons have a very small associated wavelength, the de Broglie wavelength.)

These observations are in agreement with quantum mechanics. We cannot measure wave and particle properties at the same time.

The Uncertainty Principle

Heisenberg discovered and proved ‘A fundamental imprecision in the measurements of conjugate atomic variables is required by nature, no matter how precise the researcher's instruments.’

Uncertainty – The life and science of Werner Heisenberg, D C Cassidy

A theoretical introduction

Using the wave theory of quantum mechanics outlined above we can produce a wavefunction describing the ‘state’ of the system, eg an electron. However, we find that it is not possible to determine with accuracy all the observables for the system. For example, we can compute the likelihood of finding an electron at a certain position, eg in a box. The wavefunction may then be effectively zero everywhere else and the uncertainty in its position may be very small inside the box. If we then consider its momentum wavefunction we discover that this is very spread out, and there is nothing we can do about it. This implies that in principle, if we ‘know’ the position, the momentum has a very large uncertainty.

	Consider a wave with a single frequency. Its position can be thought of as anywhere along the wave but its frequency is uniquely specified. 

Now consider a wave composed of a mixture of slightly different frequencies, which when added together produces a small ‘wave packet’. The position of this wave can be quite specific but its frequency is conversely non-unique.
	


Heisenberg’s Uncertainty Principle should more appropriately be called Heisenberg’s Indeterminacy Principle since we can measure either x or px with very low ‘uncertainty’ but we cannot measure both. If one is certain, the other is indeterminate!

Theoretical considerations also shows that the energy E and time t have this dual indeterminacy.

This theoretical introduction is outwith the Arrangements but it is still important that learners realise that quantum theory implies this principle is correct.

A thought experiment to illustrate Heisenberg’s Uncertainty Principle

In classical physics it was assumed that all the attributes, such as position, momentum, energy etc, could be measured with a precision limited only by the experiment.

In the atomic domain is this still true?

Let us consider an accurate method to determine the position of an electron in a particular direction, for example in the x direction. The simplest method is to use a ‘light gate’, namely to allow a beam of electromagnetic radiation to hit the electron and be interrupted in its path to a detector. To increase the accuracy we can use radiation of a small wavelength, eg gamma rays. However, we note that by hitting the electron with the gamma rays the velocity of the electron will alter (a photon-electron collision). Now the velocity or momentum of the electron in the x direction will have changed. Whatever experiment we use to subsequently measure the velocity or momentum cannot determine the velocity before the electron was ‘hit’. To reduce the effect of the ‘hit’ we can decrease the frequency of the radiation, and lose some of the precision in the electron’s position. We can’t ‘win’!

Heisenberg’s Uncertainty Principle is stated as

ΔxΔpx ≥ 
[image: image16.wmf]p

2

h

 

(8)

where Δx is the uncertainty in the position, Δpx is the uncertainty in the component of the momentum in the x direction and h is Planck’s constant. 

(The symbol ≥ means greater then or equal to.)

Quantum mechanics can show that there are other pairs of quantities that have this indeterminacy, for example energy and time:

ΔEΔt ≥ 
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(9)

where ΔE is the uncertainty in energy and Δt is the uncertainty in time.


We notice that the pairs of quantities in these relationships (termed conjugate variables) have units that are equivalent to those of the physical variable ‘action’, and are the same as those of h, namely J s. For energy and time this is obvious. For position and momentum we have m kg m s–1, which we can adjust as kg m2 s–2 s, multiplying by s–1 and s. The kg m2 s–2 is J, giving the required total unit of J s. 

(Note: The quantity ‘action’ here is nothing to do with the action in Newton’s third law involving action and reaction. This quantity ‘action’ is outwith the Arrangements.)

The question ‘Does the electron have a position and momentum before we look for it?’ can be debated. Physicists do not have a definitive answer and it depends on the interpretation of quantum mechanics that one adopts. However this is not a useful question since the wavefunctions (or other formalisms) give us our information and there is a limit on what we can predict about the quantum state. We just have to accept this. It is worth reiterating that quantum mechanics gives superb agreement with experimental observations. It works!

Using quantum mechanics the spectral lines for helium and other elements can be calculated and give excellent agreement with experimental observations.

More importantly, quantum theory provides a justification for the ad hoc quantisation ‘rules’ introduced earlier and gives us a very useful tool to explain theoretically observed phenomena and make quantitative and accurate predictions about the outcomes of experiments. 

Potential wells and quantum tunnelling

	Imagine a ball in a ‘dip’. The shape of the ups and downs is irrelevant. 

The ball cannot get to position Y unless it receives energy E = mgh.
	


The ball is in a ‘potential well’ of ‘height’ mgh. This means that the ball needs energy E equal to or greater than mgh in order to ‘escape’ and get to position Y.

In the quantum world things are a touch different, although the concept of a ‘potential well’ or ‘potential barrier’ is useful.

	Now let us consider an electron with some energy E on the left-hand side of a barrier of energy greater than E. The electron is thus confined to side A. It does not have enough energy to ‘get over’ the barrier and ‘escape’. 
	



Not so according to quantum theory!

	The wavefunction is continuous across a barrier. The amplitude is greater in region A but it is finite, although much smaller, outside region A to the right of the barrier. Although the probability of finding the electron in region A is very high, there is a finite probability of finding the electron beyond the barrier. 
	



The probability depends on the square of the amplitude. Hence it appears that the electron can ‘tunnel out’. This is called quantum tunnelling and has some interesting applications. (Notice that the wavefunction is outwith the Arrangements.)

Quantum tunnelling can be introduced in terms the Uncertainty Principle, ΔEΔt ≥ 
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 (and this is the approach suggestion in the Arrangements).

One can think of energy being ‘borrowed’ for a very short period of time, giving the electron just enough energy to escape from the potential well. 

We notice that the time for which energy can be borrowed is very short since Planck’s constant is involved (h = 6.63 × 10–34 J s).

Examples of quantum tunnelling

Alpha decay

For some radioactive elements, eg polonium 212, the alpha particles are held in the nucleus by the residual strong force and do not have enough energy to escape. However, because of quantum tunnelling they do escape and quantum mechanics can calculate the half-life. In 1928 George Gamow used quantum mechanics (Schrödinger wave equation) and the idea of quantum tunnelling to obtain a relationship between the half-life of the alpha particle and the energy of emission. Classically the alpha particle should not escape. Gurney and Condon also considered this problem independently around the same time.

Scanning tunnelling microscope

A particular type of electron microscope, the scanning tunnelling microscope, has a small stylus that scans the surface of the specimen. The distance of the stylus from the surface is only about the diameter of an atom. Electrons ‘tunnel’ across the sample. In this way the profile of the sample can be determined. Heinrich Rohrer and Gerd Binnig were awarded the Nobel Prize for their work in this field in 1986.

http://www.nobelprize.org/educational/physics/microscopes/scanning/index.html
Virtual particles

Another interesting effect of the Uncertainty Principle is the ‘sea’ of virtual particles in a vacuum. We might expect a vacuum to be ‘empty’. Not so with quantum theory!

A particle can ‘appear’ with an energy ΔE for a time less than Δt where

ΔEΔt ≥ 
[image: image19.wmf]p

2

h

.

Do these virtual particles ‘exist’? This is not really a sensible question for quantum mechanics. We cannot observe them in the short time of their existence. However, they are important as ‘intermediate’ particles in nuclear decays and high energy particle collisions and if they are omitted theoretical agreement with observations may not be obtained. Virtual particles are important when using Feynman diagrams to solve problems, see

http://www2.slac.stanford.edu/vvc/theory/virtual.html
Appendix 1: A historical aside

In Newtonian mechanics we use equations to describe the motion of a particle or wave, eg 
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 gives an equation for the motion of a particle with constant acceleration in the x direction, or 
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 = –ky describes simple harmonic motion SHM or y = Asin2π(ft – x/λ) describes a travelling wave. We tend to solve an equation to obtain the value of x or y at some future time given starting conditions.

Our equations describe continuous variables.

Heisenberg had been looking at general mathematical methods and developed some ‘tables’ of allowed physical quantities, eg position, velocity, energy etc. These tables were interpreted as matrices, which at the time were a new abstract mathematical technique. In 1925 he developed a theory of quantum mechanics using matrices called ‘matrix mechanics’. 

In 1926 Schrödinger published a paper on his quantum mechanics, ‘wave mechanics’. In his wave equation, a wavefunction ψ describes the ‘state’ of a system. By ‘state’ we mean all the information about that system. As with other equations the quantity ∂ψ/∂t will describe how the wavefunction evolves with time. The wave equation, which involves ψ is then solved for the problem under investigation. For example, we could solve the equation to determine the position of an electron in a certain situation (eg in a box.). This gives us a specific wavefunction at each position. The square of the wavefunction (to be precise the wavefunction multiplied by its complex conjugate) at a specific position gives us the probability of finding the electron at that position. 

In the same year Paul Dirac produced another version of quantum mechanics and then extended the theory to relativistic field-theoretical situations and predicted the positron. 

Fortunately Dirac and others showed that all these different forms were actually equivalent to each other. Schrödinger’s wave mechanics was the least difficult to work with at that time.

In 1941 Richard Feynman developed another approach called amplitude mechanics or ‘sum over histories technique’ or ‘path integral formulation’. Again this form is fundamentally equivalent to the others. For example, to determine the fate of an electron, add up all its possible histories. Many will cancel and we obtain a pattern of probabilities of what will actually happen. 

The choice of which form of quantum mechanics to use is simply based on which form will enable the problem under consideration to be solved!

Appendix 2: Resources

Bibliography

A standard first-year university textbook provides the background material, eg University Physics by Young and Freedman.

A more popular treatment is The New Quantum Universe by Hey and Walters.

Some of the more popular books on quantum mechanics can be interesting, but some contain material beyond our course. These are just a selection. 

Quantum Theory Can’t Hurt You, Marcus Chown

Quantum – A Guide for the Perplexed, Jim Al-Khalili

How to Teach Quantum Physics to Your Dog, Chad Orzel 

In Search of Schrödinger’s Cat & Schrödinger’s Kittens, John Gribbons

The Quantum World, J C Polkinghorne

The Strange World of Quantum Mechanics, Daniel Styer

Quantum Reality, Nick Herbert

QED The Strange Theory of Light and Matter, Richard Feynman

Uncertainty: The life and science of Werner Heisenberg, D C Cassidy (this book is a comprehensive non-mathematical tome)

Websites of interest

http://plato.stanford.edu/entries/qm/
This site gives an introduction to quantum theory then moves quite swiftly into the mathematical quantum mechanics.

Other quantum tunnelling websites

http://notendur.hi.is/hj/QuantumMechanics/quantum.html#Tunneling
http://abyss.uoregon.edu/~js/glossary/quantum_tunneling.html
The second site has a few simple pictures.

A more comprehensive article on virtual particles

http://www.desy.de/user/projects/Physics/Quantum/virtual_particles.html
This Wikipedia site is of use. 

http://en.wikipedia.org/wiki/Virtual_particle
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